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Grammatical encoding is one of the earliest stages in linguistic encoding. One broadly
accepted view holds that grammatical encoding is primarily or exclusively affected by pro-
duction ease, rather than communicative considerations. This contrasts with proposals that
speakers’ preferences during grammatical encoding reflect a trade-off between production
ease and communicative goals. In three recall sentence production experiments, we
investigate Japanese speakers’ production of optional object case-marking. Case-marking
conveys information about the intended sentence interpretation, facilitating comprehen-
sion, but it also increases production effort. We find that Japanese speakers are more likely
to produce case-marking when the properties of the sentence would otherwise bias com-
prehenders against the intended interpretation. Experiment 1 observes this effect based on
the animacy of the object. Experiments 2 and 3 find the same effect based on the plausibil-
ity of the intended grammatical function assignment, even when animacy is held constant.
We discuss how speakers might achieve this type of trade-off. In addition to evidencing the
role of communicative pressures during even the earliest stages of language production,
the results inform linguistic typology, where similar patterns have been observed in
obligatory (differential) case-marking.

� 2015 Elsevier Inc. All rights reserved.
Introduction encoding are affected by the goal to be understood. The
One of the central questions in research on language
production is the extent to which language production is
affected by our communicative goals. While there is little
doubt that those goals affect what message we wish to con-
vey, it is less clear to what extent communicative goals
affect how we convey that message. Specifically, the ques-
tion still under debate is to what extent the linguistic
encoding processes underlying language production are
affected by speakers’ goal to successfully convey their
message.

On the one hand, it is certainly true that some aspects of
the planning and decision processes involved in linguistic
fact that we tend to write and speak in a language intelligi-
ble to our intended audience illustrates this quite clearly.
Similarly, when conversing on a windy mountain peak,
we tend to speak louder than when conversing in a quiet
room. On the other hand, it is less clear to what extent
communicative goals affect linguistic encoding beyond
broad adjustments to language choice and speech styles.
These encoding processes are generally assumed to involve
several largely automatic stages (Bock & Levelt, 1994;
Levelt, 1989).

Here, we focus on one of the earliest stages in linguistic
encoding, grammatical encoding. In particular, we focus on
the assembly of a sentence’s morpho-syntactic structure.
Grammatical encoding is of particular interest because,
according to the predominant view in our field, it is
primarily or exclusively affected by production ease
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(e.g., Arnold, 2008; Arnold, Wasow, Asudeh, & Alrenga,
2004; Ferreira, 2008; Ferreira & Dell, 2000; Lam &
Watson, 2010; MacDonald, 2013). Indeed, there is now
broad agreement that pressures inherent to linguistic
encoding affect speakers’ preferences during grammatical
encoding. This includes, for example, pressures stemming
from the problem of retrieving lexical information in time
for its use and the linear assembly of these pieces of infor-
mation (e.g., Bock & Levelt, 1994; MacDonald, 2013).

The perhaps best documented consequence of these
pressures is a preference for grammatical structures that
‘‘permit quickly selected lemmas to be mentioned as soon
as possible’’ (Ferreira & Dell, 2000, 299). Such availability-
based production has received broad cross-linguistic sup-
port (reviewed in Jaeger & Norcliffe, 2009). For example,
speakers prefer to order constituents referring to easily
retrievable referents earlier in the sentence (e.g., Bock &
Irwin, 1980; Bock & Warren, 1985; Branigan, Pickering, &
Tanaka, 2008; Bresnan, Cueni, Nikitina, & Baayen, 2007;
Ferreira & Yoshita, 2003; Prat-Sala, 2000; Tanaka,
Branigan, McLean, & Pickering, 2011). Similarly, speakers
are more likely to produce optional elements, such as dis-
fluencies (Clark & Fox Tree, 2002; Shriberg & Stolcke, 1996)
and optional function words (e.g., English complementizer
that, Ferreira & Dell, 2000; Jaeger, 2010b; Jaeger & Wasow,
2006; Roland, Elman, & Ferreira, 2006), and to lengthen
words (Fox Tree & Clark, 1997) when upcoming material
is not yet available to continue production.

The goal of the present paper is to investigate whether
communicative goals can affect grammatical encoding. In
particular, we ask whether a preference for robust infor-
mation transmission affects grammatical encoding, beyond
effects that can be attributed to production ease. A number
of mutually related accounts share the idea that language
or language production are affected by the goal to convey
information robustly or even efficiently (e.g., Aylett &
Turk, 2004; Genzel & Charniak, 2002; Gibson et al., 2013;
Jaeger, 2006, 2010b; Levy & Jaeger, 2007; Lindblom,
1990a; Piantadosi, Tily, & Gibson, 2011, 2012; Zipf,
1949). One aspect that has so far been lacking is a clearer
link between these approaches and more traditional psy-
cholinguistic accounts. In an attempt to reduce this gap,
we pursue our question within a framework outlined by
the second author and collaborators (e.g., Buz & Jaeger,
2012; Jaeger, 2010a, 2013). The central prediction investi-
gated below is, however, shared by most of the accounts
just cited. We refer to this perspective as the ideal speaker
framework, to highlight its relation to ideal observers
(Geisler, 2003; Jacobs, 2002), which have proven insightful
in understanding language comprehension (Clayards,
Tanenhaus, Aslin, & Jacobs, 2008; Kleinschmidt & Jaeger,
2015; Levy, 2011; Levy, Bicknell, Slattery, & Rayner,
2009; Norris & McQueen, 2008). Since the perspective pro-
vided by the ideal speaker and similar frameworks is cru-
cial for the experiments we present below, we briefly
summarize the core assumptions of these approaches.
We focus on the conceptual components and leave the for-
malization to another place.

The first assumption we are making is that the linguistic
signal the speaker intends to produce will be at least par-
tially degraded by noise. This noise originates from
multiple sources, including noise during the planning and
execution of linguistic encoding and articulation, noise in
the environment, and noise in the perceptual system of
the listener. This makes comprehension a problem of infer-
ence under uncertainty or inference over noisy input.
Optimal solutions to this problem take advantage of
predictions based on the statistics of the input. Indeed,
the computational properties of actual language compre-
hension closely resemble those expected under such a
model. This includes evidence from brain potentials
(DeLong, Urbach, & Kutas, 2005; Dikker & Pylkkänen,
2013; Kutas & Hillyard, 1984; Van Berkum, Brown,
Zwitserlood, Kooijman, & Hagoort, 2005; for recent
reviews, see Kuperberg, 2013; Van Petten & Luka, 2012),
eye-movements during reading (Boston, Hale, Kliegl,
Patil, & Vasishth, 2008; Demberg & Keller, 2008; Staub &
Clifton, 2006), spoken sentence comprehension (Altmann
& Kamide, 1999; Kamide, Altmann, & Haywood, 2003;
Tanenhaus, Spivey-Knowlton, Eberhard, & Sedivy, 1995),
and self-paced reading time data (Garnsey, Pearlmutter,
Myers, & Lotocky, 1997; MacDonald, Pearlmutter, &
Seidenberg, 1994; Smith & Levy, 2013; Trueswell,
Tanenhaus, & Kello, 1993). All these works point to a
language comprehension system that heavily relies on pre-
diction of the signal (see also Farmer, Brown, & Tanenhaus,
2013; Kuperberg, 2013; MacDonald, 2013; Pickering &
Garrod, 2013).

Most relevant to the current purpose, these studies pro-
vide evidence that language comprehension becomes more
difficult (e.g., less accurate and slower) when the observed
signal is unexpected given prior expectations.
Comprehenders are also more likely to misunderstand or
misremember sentences when they have unexpected
meanings (Ferreira, 2003). These costs of unexpected form
and meaning are the price to pay for a comprehension sys-
tem that, on average, infers intended messages robustly
despite noisy input.

It is important to understand the consequences of noisy
input. In the presence of noise, a rational comprehender
should maintain uncertainty over the input. For example,
comprehenders should not base their expectations about
upcoming structure with absolute certainty on what they
believe to have comprehended so far. This seems to be
indeed observed, both during spoken and written word
recognition (e.g., ‘‘right-context’’ effects, Dahan, 2010; also
Levy et al., 2009) as well as syntactic processing (cf., ‘‘local
coherence’’, Kukona, Fang, Aicher, Chen, & Magnuson,
2011; Kukona, Cho, Magnuson, & Tabor, 2014; Tabor,
Galantucci, & Richardson, 2004). This view also correctly
predicts that sentences can be misunderstood if their prop-
erties bias comprehenders towards an unintended parse,
even if the grammatical properties of the sentence rule
out the unintended interpretation (Christianson,
Hollingworth, Halliwell, & Ferreira, 2001; Ferreira, 2003;
Ferreira & Patson, 2007).

The second assumption of the ideal speaker framework
is that linguistic signals differ in the degree to which they
support an intended inference. In other words, some lin-
guistic signals will make it more likely that a comprehen-
der will infer the intended message, compared to other
linguistic signals. More specifically, though, we assume
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that there are typically different ways of realizing the same
or a near meaning-equivalent message – an assumption
shared with most psycholinguistic work – and that these
options differ in the extent to which they support the
intended inference (in the current context). For example,
a word can be articulated with more or less acoustic detail
and this will affect its recognition (Smiljanic & Bradlow,
2011; Connine, 2004; Pitt, 2009).1 Similarly, some syntactic
forms will increase the probability of successful communi-
cation, compared to other structural choices. As a conveni-
ent shorthand, we will talk about more or less robust
linguistic forms or signals, when referring to this idea.

The third assumption of the ideal speaker framework is
that the systems underlying language production are orga-
nized so as to achieve robust or even efficient information
transmission by aiming to produce signals that increase
the probability of successfully conveying the intended
message. This assumption, or some form of it, is shared
with many similar accounts (Jaeger, 2006, 2010b; Levy &
Jaeger, 2007; Lindblom, 1990a; Piantadosi et al., 2011),
including stronger claims about audience design (Clark,
1996; Temperley, 2003). This prediction has received sup-
port from studies finding that contextually predictable lin-
guistic units (i.e., those that are more easily inferable) tend
to be more reduced (e.g., Aylett & Turk, 2004; Gahl &
Garnsey, 2004; Jaeger, 2010b; Resnik, 1996; Wasow,
Jaeger, & Orr, 2011; for a review, see Jaeger & Buz,
submitted for publication), although several of these find-
ings have been claimed to be compatible with production
ease accounts (e.g., Arnold, 2008; Bell, Brenier, Gregory,
Girand, & Jurafsky, 2009). One of the goals of the current
work is to test this prediction.

Fourth, this bias for robust information transfer is
assumed to compete with the pressures and cognitive
demands inherent to linguistic encoding (i.e., production
ease). There is ample evidence that linguistic encoding
such as retrieving and linearizing lexical information is
resource demanding (for overviews, see Ferreira, 2008;
MacDonald, 2013).2 The ideal speaker framework assumes
that the pressures for alleviating such encoding difficulties,
and perhaps production effort in general, are weighted
against a bias for robust information transfer (for related
ideas, see Jaeger, 2006; Piantadosi et al., 2011; Zipf, 1949).
1 To be precise, more acoustic detail and exaggerated forms are not
always expected to lead to better recognition. For example, there is
evidence that highly frequent word forms are expected to be phonetically
reduced (Sumner, Kurumada, Gafter, & Casillas, 2013). This does not
change, however, that for each intended meaning, there are forms that are
more or less well suited in supporting their recognition in the current
context. Reducing the variability around these targets therefore will, on
average, support robust information transfer.

2 It should be noted, however, that experiments that assess production
difficulty in isolated word and sentence production might over-estimate
the production difficulty experienced during typical conversational speech
(Pickering & Garrod, 2013; Tanenhaus, 2013). Indeed, while studies based
on conversational speech have generally confirmed, for example, availabil-
ity-based production (cf. Clark & Fox Tree, 2002; Fox Tree & Clark, 1997;
Jaeger & Wasow, 2006; Roland et al., 2006; Wasow, 2002), some of the
effects of production difficulty clearly observed in isolated production can
be swamped by other factors in conversational speech (cf. Carbary,
Frohning, & Tanenhaus, 2010; Healey, Purver, & Howes, 2014).
Fifth and finally, the ideal speaker framework proposes
that speakers continuously and implicitly learn to balance
these competing pressures (see Jaeger, 2013; Jaeger &
Ferreira, 2013). A detailed discussion of these learning pro-
cesses is beyond the scope of this paper. For the current
purpose, it is sufficient to assume that speakers are sensi-
tive to feedback about the likely communicative success
of their past productions and that this feedback is inte-
grated into subsequent production (Jaeger, 2013; Buz,
Tanenhaus, & Jaeger, submitted for publication). In con-
texts in which the intended message is easily inferable,
reduction (i.e., the use of less robust signals) will have no
negative consequences and will be less likely to lead to
negative feedback. In other contexts, however, speakers
will receive at least implicit negative feedback (e.g., confu-
sion on a listener’s face or a failure to act according to the
intended message). This feedback is hypothesized to affect
subsequent productions. There are related alternative
accounts that share with the ideal speaker framework that
communication is assumed to shape speakers’ production
preferences, but deviate from the ideal speaker in that they
do not assume speakers to learn from the perceived
communicative success of their previous productions
(e.g., Guy, 1996; Pierrehumbert, 2001, 2006). These
accounts and the ideal speaker framework are mutually
compatible. We return to these accounts and their relation
to the ideal speaker framework in the discussion.

With these preliminaries in mind, we return to the
goals of the present work. We primarily focus on the third
and fourth assumptions of the ideal speaker framework.
The ideal speaker framework predicts that speakers should
provide more robust signals – usually requiring more effort
and more time – only in contexts where communication
difficulty is otherwise likely (and has therefore previously
been experienced). We investigate whether grammatical
encoding reflects such a bias for robust information trans-
mission in addition to well-documented effects of produc-
tion ease. To this end we present three recall experiments
on Japanese speakers’ production of optional case-marking
in transitive sentences. We begin by introducing the
phenomenon of optional case-marking and motivate its
particular relevance for our goal. We then spell out the
predictions of the ideal speaker framework and contrast
them with the predictions of availability-based accounts
of grammatical encoding. There are other production ease
accounts that we will consider in the discussion (for a
recent review, see MacDonald, 2013). For now, we focus
on availability accounts as those have received most atten-
tion in previous work and are therefore best understood.

Optional case-marking in Japanese

Japanese allows both subject-object-verb (SOV) and
object-subject-verb (OSV) orders. While constituent order
carries a considerable amount of information (e.g., SOV is
more frequent than OSV), constituent order alone leaves
comprehenders with a comparatively high degree of
uncertainty about the intended message. Japanese further
lacks subject-verb agreement. This distinguishes Japanese
from English, where morphological markers on the verb
(e.g., -s for third person singular in the present tense) carry
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information about the grammatical function assignment
intended by the speaker. As in many other languages with
flexible constituent order, Japanese encodes additional
information about grammatical function assignment via
case-marking (de Hoop & Malchukov, 2008). This case-
marking is realized morphologically with post-positional
particles, as in (1): -ga is the nominative subject marker
and -o is the accusative object marker.3
3

tra
PA
(1)
Here and
nslations:
ST – past t
Taro-(ga)
below, we are using
SBJ – subject, OBJ –
ense morpheme, SFP
Hanako-(o)
the following abbreviation
object, LOC – locative, G
– sentence-final particle
mi-ta.

Taro-(SBJ)
 Hanako-(OBJ)
 see-PAST.

Taro saw Hanako.
What makes Japanese of particular interest for the cur-
rent purpose is that case markers are optional in many
environments. That is, Japanese speaker can often omit
the case markers. In casual conversation the rate of omis-
sion is high (e.g., 32% for the nominative marker -ga and
51% for the accusative marker -o, Fry, 2003). Similarly high
rates of case marker omission have been observed in casual
speech in Korean (Lee, 2006).

Previous work on case-marking in Japanese has focused
on semantic, pragmatic, and information structural con-
straints (e.g., Hinds, 1982; Kuno, 1973; Matsuda, 1995;
Minashima, 2001; Onoe, 1987; Shibatani, 1990; Shimojo,
2006; Yatabe, 1999). For example, in certain linguistic
environments, case-marking seems to be categorically
omitted or retained (e.g., Kuno, 1973; Onoe, 1987;
Shimojo, 2006). Crucially though – as also confirmed by
the experiments we present below, there are environments
in which case-marking seems to be optional. In this sense,
Japanese case-marking resembles that-mentioning in
English complement clauses (Ferreira & Dell, 2000), which
is subject to obligatory constraints in some environments.

Here we consider optional case-marking as a window
into grammatical encoding. We restrict our investigation
to optional object case-marking, although the arguments
presented here also apply to the optional subject-marking
(for preliminary support for this prediction, see, e.g., Fry,
2003; Lee, 2006, described below).

Predictions

Under the reasonable assumption that the object case-
marker -o is more likely to be successfully perceived as -
o than to be misperceived as, for example, the subject
case-marker -ga, producing the object case-marker will
tend to be informative about the intended grammatical
function assignment (henceforth GF-assignment). That is,
producing -o will on average increase the probability that
listeners will infer the GF-assignment intended by the
speaker, thereby facilitating robust information transfer.
Indeed, the presence of case-marking has been found to
facilitate comprehension (Yamashita, 1997; Miyamoto,
2002).
s in the aligned
EN – genetive,

.

At the same time, producing case-marking adds to
speakers’ production effort as it increases the amount of
signal the speaker needs to encode and articulate. For the
case of optional -o marking, changes in both effort and
the likelihood of communicative success are likely small,
leading to relatively subtle trade-offs. However, even sub-
tle trade-offs might be learnable over time. We thus
hypothesize that speakers can learn trade-offs between
(a) the production of -o and (b) the additional information
that -o provides about GF-assignment beyond other cues.
Hence, an ideal speaker account of grammatical encoding
predicts that speakers should be more likely to produce
the object case-marker when the intended GF-assignment
is otherwise less inferable. This is the prediction we test
below (see also Hinds (1982) and Kuno (1973), who
propose that omission is possible when the grammatical
function assignment is recoverable).

Consider the example in (2a), which is intended to
have an SOV interpretation. SOV is the preferred con-
stituent order, so that listeners will a priori be biased
towards the intended GF-assignment. After processing
the first noun sensei (teacher), the subject case-marker
-ga, if correctly perceived, biases listeners further
towards the intended GF-assignment. Next, the listener
processes the second noun (shobosha (fire-engine)). In
this example, the noun is inanimate, a property more
common for referents of grammatical objects (cf.,
Silverstein, 1976; Comrie, 1981). In short, all properties
of the sentence in (2a) bias comprehenders towards the
intended interpretation. While object case-marking
would further increase the probability of successful
information transfer (this follows from the assumption
of the noisy channel), it would add little.
(2)
 a.
 Sensei-ga
 shobosha(-o)
 mi-ta.

teacher-SBJ
 fire-engine(-OBJ)
 see-PAST.

The teacher saw a fire-engine.
b. Sensei-ga seito(-o) mi-ta.

teacher-SBJ
 student-(OBJ)
 see-PAST.

The teacher saw a student.
Example (2a) contrasts with (2b), in which the second
noun refers to a human referent (a student). Incremental
sentence comprehension is known to be sensitive to such
animacy cues (Gennari & Macdonald, 2008; Mak, 2002;
Traxler, 2002). Comprehenders will thus experience more
difficulty while processing (2b), compared to (2a). Object
case-marking, however, would ameliorate this problem,
providing more additional information in (2b), compared
to (2a). Given that the production of the case-marker is
associated with the same effort in both examples, the
framework pursued here predicts that the utility of case-
marking is higher in (2b), compared to (2a). Speakers
should therefore be more likely to produce object case-
marking in (2b), compared to (2a). Availability accounts
make no such prediction. In both (2a) and (2b) the material
following the object and its case-marker is identical (the
verb, mi-ta (saw)).
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Experiment 1

Experiment 1 investigates whether Japanese speakers’
preference to produce object case-marking is sensitive to
the animacy of the direct object. We used a spoken-recall
paradigm (Ferreira & Dell, 2000), and manipulated the ani-
macy of the direct object (human vs. inanimate) and the
presence of a direct object case-marker (-o present vs.
absent) in a 2-by-2 Latin Square design. If speakers are
more likely to mark the unexpected, they should be more
likely to produce object case-markers when the object is
human (atypical) compared to when it is inanimate
(typical).

Previous evidence that speaks to this question comes
from corpus-based studies of conversational Japanese and
Korean (Fry, 2003; Lee, 2006). Lee (2006) finds that
Korean speakers’ preference in optional subject and object
case-marking follows the predictions of the ideal speaker
account: Korean speakers were more likely to produce
case-marking on objects with atypical properties (e.g.,
human rather than inanimate, definite rather than indefi-
nite) as well as subjects with atypical properties (e.g.,
inanimate rather than human, indefinite rather than
definite).

In a corpus study of conversational Japanese, Fry (2003)
replicates the results from Korean only partially. Fry finds
that atypical subjects (inanimate and indefinite) are sig-
nificantly more likely to be case-marked than typical sub-
jects (animate and definite subjects). He does not,
however, find any effects of animacy on object case-mark-
ing. Both studies (Fry, 2003; Lee, 2006) were conducted on
relatively small data sets, so that it is possible that the fail-
ure to find an animacy effect for Japanese object case-
marking is due to problems with statistical power.
Another possibility is that the null effect for Japanese is
real and that the significant effects of animacy in Korean
were due to uncontrolled confounds. Both studies were
conducted over heterogenous samples of conversational
speech, in which animacy in all likelihood correlates with
a variety of other referential properties (e.g., definiteness,
givenness, topicality, etc.) as well as word order
(Branigan et al., 2008). Neither of the studies employed
statistical methods that control such potential confounds
(unlike more recent corpus-based research, Bresnan et al.,
2007; Jaeger, 2010b; Roland et al., 2006). Finally, it is
possible that subject case-marking, but not object case-
marking, is affected by animacy or that Japanese differs
from Korean with regard to object case-marking. All but
the first of these possibilities would be in conflict with
the hypothesis that speakers are more likely to mark the
unexpected. Experiment 1 addresses these possibilities.
(4) kameraman-ga Hawai-no umi-ni mogut-ta-yo.
cameraman-SBJ Hawaii-GEN ocean-LOC dive-PAST-SFP
The cameraman went diving in the Hawaiian ocean.
Methods

Participants
23 native speakers of Japanese in the Stanford and the

Rochester areas participated in this study. Participants
were all born in Japan and had spent no more than five
years in the United States. They received $7 for their
participation.
Materials
We constructed 48 fillers and 24 items in each of their

four conditions (i.e., 96 item stimuli). An example item in
its four conditions is given in (3). Items always were tran-
sitive sentences presented in the dominant Subject-Object-
Verb order. Subject referents were always human and
object referents were also human when they were ani-
mate. The subject noun was always case-marked, thereby
avoiding ambiguity about the intended GF-assignment.
The object was always followed by an adverbial phrase
(e.g., near the train station), followed by a verb (e.g., saw).
The elements following the object NP were held constant.
This was done in order to avoid potential effects on the
use of case-markers due to the incremental planning of
upcoming material, thereby ruling out availability-based
production as an explanation for potential effects of ani-
macy (Bock & Warren, 1985; Ferreira & Dell, 2000). The
structure of items in Experiment 1 is illustrated in Fig. 1.
The complete list of items is given in Appendix A.
(3) a. A
nimate, -o present:

S
ensei-ga
 seito-o e
kimae-de m
i-ta-yo.

t
eacher-SBJ
 student-

OBJ
s
tation-LOC s
ee-PAST-

SFP
b. Animate, -o absent:

S
ensei-ga
 seito e
kimae-de m
i-ta-yo.

t
eacher-SBJ
 student s
tation-LOC s
ee-PAST-

SFP

T
he teacher saw a student near the train station.
c. Inanimate, -o present:

S
ensei-ga
 shobosha-

o
e
kimae-de m
i-ta-yo.
t
eacher-SBJ
 fire-
engine-
OBJ

s
tation-LOC s
ee-PAST-
SFP
d. I
nanimate, -o absent:

S
ensei-ga
 shobosha e
kimae-de m
i-ta-yo.

t
eacher-SBJ
 fire-

engine
s
tation-LOC s
ee-PAST-

SFP.

T
he teacher saw a fire-engine near the train station.
Fillers were length-matched sentences with a subject,
an intransitive verb, and a longer adverbial phrase. An
example is given in (4). To mask the experimental manip-
ulation of the object case-marker, half (24) of the filler
sentences included omission of either the nominative
marker -ga or the locative-marker -ni.
Both fillers and items were always in the past tense.
There was no lexical overlap between any of the stimuli seen
by a participant. Stimuli were grouped into pairs so that
there were 12 filler-filler pairs and 24 item-filler pairs



teacher

 fire-engine

-o

null

student
near the 

train station

Animate

Inanimate

Subject Case-
markerObject Verb

saw

Adverb

-ga

Fig. 1. Schematic illustration of the item design in Experiment 1.
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(i.e., items were always paired with a filler), totaling 36
pairs. All stimuli were recordings of the same female native
speaker of Japanese. In addition, the same speaker recorded
a recall prompt for each sentence. For both items and fillers,
this recall prompt was always the verb in the same tense as
in the recall stimulus. To minimize effects of prosodic focus
marking, we avoided placing phrasal-level accent on any of
the nouns or case-markers (cf. Yatabe, 1999, who finds these
accents to affect optional subject case-marking). 4

Each participant was assigned to one of four lists, which
together formed a Latin Square design (i.e., each list
contained each item in exactly one of its conditions and all
conditions equally often). A pseudo-random order of stimuli
pairs was created, so that items of the same condition were
maximally far apart from each other without making the
order of conditions predictable and while interleaving fil-
ler-filler and filler-item pairs. The order of items and fillers
within a pair and the order of pairs were held constant
across lists.
Table 1
Percentage of recall errors by condition in Experiment 1.

Object animacy
Procedure
Each trial consisted of an encoding phase and a recall

phase. During encoding, participants listened to a pair of
sentences with a 3-second interval between them, and
were instructed to remember them. Each sentence was
heard only once. During recall, they heard the verb of
one of the two sentences (the recall cue) and spoke the full
sentence corresponding to that verb. Subsequently, the
second recall cue was played prompting production of
the other sentence. Across filler and item trials, the sen-
tence encoded first was also recalled first for half of the
trials. In the other half of the trials, the order was reversed.
To reduce literal recall, target items were never recalled
directly after encoding (Ferreira & Dell, 2000). That is, if a
target item was encoded first, it was recalled either first
or second. If it was encoded second, it was always recalled
second. Across participants the recall order for each pair of
stimuli was held constant.

The experiment started with four filler-filler practice
trials, followed by the 36 trial pairs described above.
Participants were tested individually in a sound-proof
booth. All the instructions were given in written and spoken
Japanese. The experiment took approximately 40 min to
complete.
4 Case-marking can also shift the locus of a lexical pitch accent
(McCawley, 1968). Among the 24 target nouns we used in our stimuli,
only one (‘‘musume’’ daughter) was subject to such accent shift. Exclusion
of this stimulus does not change any of the effects reported below.
Scoring
All 552 recorded item responses were transcribed and

coded by a research assistant who is a native speaker of
Japanese. When the coder was unsure if the case-marker
was present or absent, the item was sent to another native
speaker. When the second coder was not able to determine
the presence, the item was excluded from the analysis (2%
of the data).

Of the 23 participants, 3 always produced case-mark-
ing, 0 never produced case-marking, and 2 perfectly
recalled case-marking in the input sentences. Since there
is no evidence that these participants treated case-marking
as an alternation, they were excluded from analysis (fol-
lowing Jaeger, Furth, & Hilliard, 2012a, 2012b). Exclusion
did not affect the results reported below.

Of the remaining 432 responses, incomplete responses
and responses with wrongly recalled subjects, objects, or
verbs were considered recall errors and excluded (10.6%).
This rate is comparable to, or lower than in, previous sen-
tence recall experiments (e.g., Ferreira & Dell, 2000;
Norcliffe & Jaeger, 2015). Responses including omission
of, or close synonyms for, the adverbial phrases were not
excluded. Participants always produced the subject in ini-
tial and the verb in the final position. Changes in the order
of the object and adverbial phrase were not regarded as an
error. This left 386 responses for analysis.

Although the rate of recall errors was numerically
somewhat higher for animate objects without case-marker
in the recall stimulus, tests revealed no statistically signifi-
cant differences in recall rates by condition (see Table 1,
v2ð3Þ ¼ 1:6; p > :6).
Analysis
A mixed logit regression (Jaeger, 2008) with the full 2

(animacy of object) � 2 (presence of object case-marker
in the stimulus) factorial design was employed to analyze
the presence over absence of a case-marker in participants’
responses.

All experiments were analyzed using the maximum
random effect structure justified by the data based on
Animate (%) Inanimate (%)

Recall stimulus
-o present 9.3 8.3
-o absent 13.0 12.0
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Fig. 2. Proportion of object case-marking in Experiment 1 by object
animacy (animate vs. inanimate) and presence of case-marking in the
recall stimulus (-o present vs. absent). The error bars show 95%
confidence interval.
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model comparison. For Experiment 1, this analysis con-
tained random by-subject and by-item intercepts as well
as by-item slopes for the presence of the case-marker in
the stimulus. All predictors were ANOVA (i.e., sum) coded
and there were no signs of collinearity in any of our analy-
ses (fixed effect correlations rs < .3).
5 We note that a few properties of Experiment 1 biased against our
hypothesis, which might have reduced the effect of animacy. For example,
one anonymous reviewer proposed that the overall frequency of nouns,
f (NOUN), or their co-occurrence frequency with the object case-marker,
f (NOUN-o), in participants’ previous experience might transfer into our
experiment. Google counts (listed in Appendix B) suggest that this would
bias against our hypothesis: web-based estimates of f (NOUN), f (NOUN-o), and
f (NOUN-o j NOUN) were significantly higher for inanimates than for animate
nouns. We note that these counts also confirm our assumption that the
Results

Participants were more likely to produce object case-
marking if the original stimulus contained object case-
marking (b̂ ¼ 2:2; z ¼ 6:4; p < :0001). This recall effect
was very strong: Speakers produced the case-marker
approximately 80% of the time when the stimulus con-
tained one, compared to about 30% of the time when the
stimulus did not contain case-marking.

The overall high rate of -o is likely due to at least two
reasons. First, case-markers are considered obligatory in
written and more formal registers and some participants
might have considered the context of the experiment as
formal. In spontaneous conversation, case omission is high
(as much as 51% for object case-markers, cf. Fry (2003, p.
8)). Second, critical stimuli always contained a subject
case-marker. More generally, the clear majority of NPs in
the experiment contained case-markers. This might have
directly or indirectly (e.g., by evoking a more formal regis-
ter) primed object case-marking.

Crucially, participants were more likely to produce case-
marking if the object referent was animate (b̂ ¼ :40; z ¼ 2:3;
p < :05). The two effects did not interact (p > :7). Fig. 2
summarizes the two main effects.
inanimate nouns used in Experiment 1 are more likely to be objects,
compared to animate nouns (as Google counts are primarily based of
written registers for which case-marking is more common than in
conversational speech, p(NOUN is object j NOUN) � f (NOUN-o j NOUN)). Finally,
for clarity’s sake, we note that none of these counts directly assesses the
critical correlation tested by our experiments, namely whether p(NOUN-O j
NOUN is an object) / p(NOUN is an object j NOUN).
Discussion

These results indicate that animacy of the direct object
is a predictor of Japanese speakers’ production of case-
marking. This replicates for Japanese what has been found
in corpus-based studies on Korean speech (Lee, 2006). It
also suggests that the null effect found by Fry (2003) was
likely caused by data sparsity or confounding due to other
factors influencing object case-marking. One reason for
this might be that the effects of animacy on case-marking
are relatively small. In Experiment 1, animate objects were
about 8.4% more likely to be case-marked than inanimate
objects (odds of 1.7 compared to 1.2).5

The availability of upcoming material (e.g., Bock &
Warren, 1985; Branigan et al., 2008; Ferreira & Dell,
2000) is an unlikely explanation of the observed effect
of animacy on object case-marking: The design of
Experiment 1 held the material following the object
(i.e., the adverb and the verb) constant. The ideal speaker
framework, on the other hand, correctly predicts the ani-
macy-based effects: animate referents are less expected
to be the grammatical object of a sentence. Case is a
cue to grammatical function assignment, making signals
with case-marking more robust. While we are not aware
of previous work that has investigated effects of animacy
on comprehension in exactly the type of structure inves-
tigated here, previous work has provided evidence that
animacy serves as a cue to sentence structure (Gennari
& Macdonald, 2008; Kuperberg, Kreher, Sitnikova,
Caplan, & Holcomb, 2007; Mak, 2002; Traxler, 2002;
Traxler, Williams, Blozis, & Morris, 2005). These works
have found that comprehension slows down when the
animacy of referents biases comprehenders against the
intended interpretation. Unexpected alignment of ani-
macy and thematic roles, as in sentences in which the
undergoer is higher on the animacy scale than the agent,
can also lead comprehenders to misunderstand or
misremember sentences, even when their grammatical
structure rules out such interpretations. For example,
Ferreira (2003) had comprehenders listen to sentences
like ‘‘The mouse ate the cheese’’ or ‘‘The cheese ate the
mouse’’. After each sentence, participants were prompted
to identify the agent, patient or other thematic roles in
the sentence. Ferreira found that sentences with implau-
sible animacy assignments were considerably more likely
to be misinterpreted. These findings strongly suggest
that sentences with atypical (and thus less expected)
alignment between grammatical function and animacy
are harder to process.
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For Experiment 1 this implies that the stimuli with
human objects are likely subtly harder to process than
those with inanimate objects. At the same time, it has
been found that case-marking can guide comprehenders’
expectations during sentence processing (Kamide et al.,
2003; Kim, 1999; Yamashita, 1997). For example,
Kamide et al. (2003, Experiment 3) find that Japanese lis-
teners incrementally integrate the information provided
by case-marking to predict upcoming material. Hence,
producing case when the grammatical function assign-
ment is less expected given the properties of the mes-
sage – in this case, the animacy of the object – strikes
an efficient balance between production ease and robust
information transfer.

There are alternative (though related) interpretations of
our findings that deserve discussion (e.g., exemplar-based
accounts, Pierrehumbert, 2001, and similarity-based inter-
ference accounts of grammatical encoding, MacDonald,
2013). We return to these accounts in the general discus-
sion. For now, we note that the ideal speaker framework
predicts the animacy-based effect on optional case-mark-
ing observed here for Japanese and in previous work for
Korean (Lee, 2006). Like previous research on optional
case-marking (e.g., Fry, 2003; Lee, 2006), Experiment 1
leaves open whether only object properties (such as the
animacy of the object referent) can affect object case-
marking. If the perspective provided by ideal speaker
framework is on the right track, we might expect other
variables that affect the inferability of the intended GF-as-
signment to also affect case-marking. Experiment 2 tests
this hypothesis.
Experiment 2

In Experiment 2, we used sentences in which both the
subject and object were animate, so that both arguments
made plausible subjects. These pairs of arguments were
grouped with two verbs. The two arguments and verbs
were chosen so as to manipulate the plausibility (and thus
inferability) of the intended GF-assignment. For example,
in (5), the verb arrest and the two arguments police officer
and criminal allow both the plausible sentence in (5a)
and the implausible sentence in (5b).
(5) a. High plausibility:
Keisatsu-ga hannin(-o) yonaka-ni taihoshi-ta-yo.
policeofficer-SBJ criminal-OBJ night-at arrest-PAST-SFP.

The police officer arrested the criminal in the middle of the
night.

b. Low plausibility:
Hannin-ga keisatsu(-o) yonaka-ni taihoshi-ta-yo.
criminal-SBJ policeofficer-

OBJ
night-at arrest-PAST-SFP.

The criminal arrested the police officer in the middle of the
night.
The same two arguments combined with the verb
attacked, as in (6), make the opposite GF-assignment
comparatively more plausible (this was confirmed by a
norming study described below).
(6) a. H
igh plausibility:

H
annin-ga
 keisatsu(-o)
 yonaka-ni
 osot-ta-yo.

c
riminal-SBJ
 policeofficer-

OBJ

night-at
 attack-

PAST-SFP.

T
he criminal attacked the police officer in the
middle of the night.
b. L
ow plausibility:

K
eisatsu-ga
 hannin(-o)
 yonaka-ni
 osot-ta-yo.

p
oliceofficer-
SBJ
criminal-OBJ
 night-at
 attack-
PAST-SFP.
T
he police officer attacked the criminal in the
middle of the night.
As in Experiment 1, the first argument was always the
subject indicated by -ga and all material following the
object was held constant within items. The design of
Experiment 2 is illustrated in Fig. 3 (Experiment 3,
described below, employed the same design).

Thus, the design of Experiment 2 formed a 2-by-2-by-2
design, crossing the presence of case-marking in the recall
stimulus (-o present or absent), the identity of the verb,
and the plausibility of the intended GF-assignment given
the arguments and the verb (high vs. low).

Although verb identity was part of the design, it was a
nuisance factor, for which no predictions were made. It
merely served to facilitate the plausibility manipulation
while holding other syntactic, semantic, and referential
properties of the sentence constant. The ideal speaker
framework predicts that the same noun is more likely to
be case-marked when its GF is less inferable given the
combination of verb and arguments (i.e., when the
intended GF-assignment is less plausible).

Methods

Participants
32 native speakers of Japanese were recruited from the

same populations as in Experiment 1 and received the same
payment. The larger number of participants was motivated
by the small effect sizes in Experiment 1. There was no over-
lap in participants between the experiments.

Stimuli
As in Experiment 1, the 24 items were combined with

48 length-matched fillers in a Latin-square design. There
was no lexical overlap between any of the items and fillers.
The order of stimuli was held constant across lists. The
grouping of stimuli into pairs was the same as in
Experiment 1. All stimuli were recorded by a female native
speaker of Japanese. As in Experiment 1, the recall cue was
the verb. The 24 items consisted of subject, object, adverb,
and verb (in that order). Each item consisted of eight con-
ditions, resulting from the 2� 2� 2 design described
above. The complete list of items is available in Appendix
C. Items were created based on two norming studies,
which we describe next.
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Norming studies
We conducted two norming studies, both of which

assess the plausibility of different GF-assignments. A total
of 80 native speakers of Japanese were recruited over the
web and completed the norming surveys online (40 in each
study). Participants all had grown up in a Japanese mono-
lingual environment until at least the age of 18. Both stud-
ies consisted of two blocks and took about 20 min to
complete. All instructions and stimuli were given in writ-
ten Japanese. The resulting norms are summarized in
Appendix D.
Norming Study 1
Block 1 served to elicit estimates of the inferability of

each of the two possible GF-assignments given only the
two arguments. These estimates provided us with a manip-
ulation check early in the process of stimuli creation.
Participants saw the 24 animate–animate noun pairs used
in our items (e.g., police officer-criminal). Participants
rated the relative frequency of the two possible grammati-
cal function assignments by distributing a total of 10
points across the variants (e.g., ‘‘The police officer (did
something to) the criminal’’ vs. ‘‘The criminal (did some-
thing to) the police officer’’). The results are included in
Table 4.

Block 2 served to provide us with different verbs that
made either of the two GF-assignments possible for each
pair of nouns particularly plausible. Participants saw the
same noun pairs as in Block 1 under both possible case-as-
signments (e.g., ‘‘police-officer-SBJ criminal-OBJ’’ and
‘‘criminal-SBJ police-officer-OBJ’’). For both of these vari-
ants, they were asked to provide the most natural verb to
complete the sentence.

For each pair of nouns we chose two of these verbs,
so that one of the verbs was frequently mentioned
under one GF-assignment and the other verb was fre-
quently mentioned under the other GF-assignment. For
example, for the police officer-criminal pair, we chose
(to) arrest, which was frequently mentioned as a natural
continuation for, ‘‘police-officer-SBJ criminal-OBJ’’ and
we chose (to) attack, which was frequently mentioned
as a natural continuation for ‘‘criminal-SBJ police-offi-
cer-OBJ’’. We then added an adverbial phrase to create
stimuli with the ‘‘Noun-SBJ Noun-(OBJ) Adverb Verb’’
structure.
Norming Study 2
Participants were asked to rate the plausibility of the

stimuli created based on Norming Study 1. Block 1 served
to elicit estimates of the inferability of each of the two pos-
sible GF-assignments given the two arguments, the adverb,
and the verb. This is the measure most crucial for our
design. For example, participants would see the two
sentence ‘‘police-officer-SBJ criminal-OBJ in-the-middle-
of-the-night-LOC arrested’’ vs. ‘‘criminal-SBJ police-offi-
cer-OBJ in-the-middle-of-the-night-LOC arrested’’ and, as
in Norming Study 1, distributed a total of 10 points across
the two variants. Two lists were created using Latin-square
design, so that each participant saw all 24 items with only
one of the two verbs. All stimuli contained both subject
and object case-marking (see Table 2).

As intended by our design, stimuli in the high plausibil-
ity condition were rated as more plausible (mean = .76,
SD = .12) than stimuli in the low plausibility conditions
(mean = .24, SD = .12). This difference was significant
(tð46Þ ¼ 15:24; p < :0001). (The resulting norms are listed
in Table 4.)

Block 2 served to elicit estimates of the predictability of
the two different verbs in each item, given the two argu-
ments, the adverb, and the GF-assignment. Participants
again saw 24 pairs of sentences with the same two argu-
ments. This time, the GF-assignment was identical across
the two sentences, but the sentences differed in their verb
(e.g., ‘‘police-officer-SBJ criminal-OBJ in-the-middle-of-
the-night-LOC arrested’’ vs. ‘‘police-officer-SBJ criminal-
OBJ in-the-middle-of-the-night-LOC attacked’). Two lists
were created using Latin-square design, so that each par-
ticipant saw a pair of arguments under one GF-assignment.
(The resulting norms are listed in Table 5.)

Procedure
The recall procedure was identical to that of Experiment

1. Since the meaning of some of the stimuli (e.g., The crimi-
nal arrested the police officer) were by design less plausible,
participants were instructed to listen to sentences care-
fully and recall them faithfully even when they were
‘‘somewhat surprising’’.

Scoring
All 768 responses were transcribed and coded by two

native speakers of Japanese. Of the 32 participants, 1
always produced case-marking and was excluded from
analysis. This did not affect the results reported below.



Table 2
Percentage of recall errors by condition in Experiment 2.

Plausibility

Low (%) High (%)

Recall stimulus
-o present 15.1 9.1
-o absent 11.3 8.1
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Of the remaining 744 responses, 81 (10.9%) contained
recall errors. This left 663 responses for our analysis.
Numerically, the error rate was higher for sentences in
the low plausibility condition (14.5% vs. 8.6%) but the dif-
ference was not statistically significant (v2ð3Þ ¼ 5:4; p >
:14).

Analysis
The same statistical procedure as in Experiment 1 was

employed to assess the effect of plausibility on case-
marking against the full 2� 2� 2 factorial design of case-
marking in the stimulus (present vs. absent), plausibility
of GF-assignment (high vs. low) and verb identity.

Results

We found the expected recall effect: when the original
stimulus contained case-marking, speakers were signifi-
cantly more likely to produce case-marking in their
response (b̂ ¼ 1:5; z ¼ 9:7; p < :0001). Crucially, there also
was a significant main effect of plausibility: participants
were more likely to produce case-marking in low plausibil-
ity condition, compared to the high plausibility condition
(b̂ ¼ 0:4; z ¼ 2:9; p < :02). The two main effects did not
interact (p > :4). They are illustrated in Fig. 4. Neither verb
identity nor any of its interactions affected case-marking
(all ps > .17).

Discussion

Experiment 2 conceptually replicates and extends the
results of Experiment 1. Speakers were more likely to pro-
duce case-marking when the intended GF-assignment was
otherwise less inferable. Unlike in Experiment 1, the two
arguments of stimuli in Experiment 2 were always
matched in terms of their animacy. Instead, we manipu-
lated the inferability of the GF-assignment based on the
entire sentence (i.e., the two nouns, the adverb, and the
verb). Plausibility of intended interpretations has pre-
viously been found to affect comprehension speed
(Garnsey et al., 1997) and accuracy (Ferreira, 2003). For
example, Ferreira (2003) found that listeners were less
accurate in answering questions about implausible, com-
pared to plausible, sentences even when both arguments
were of the same or similar animacy. The current findings
are thus expected under the ideal speaker framework. By
producing case-marking on the object speakers provide
more cues to the intended sentence meaning, yielding a
more robust signal. By doing so more often when the prop-
erties of the sentence would otherwise bias listeners away
from the intended interpretation, speakers strike a balance
between production effort and robust information transfer.

Fig. 5 further illustrates the effect of plausibility on
case-marking. We used the mean plausibility rating score
for each sentence from Norming Study 2 (Block 1) as an
estimate of the sentence’s GF-assignment inferability
(henceforth, GF-inferability). Plausibility ratings were
normalized (so that they ranged from 0 to 1) and log-
transformed (following other work that has shown that
log-transformed, rather than raw, predictability affects
language processing, Smith & Levy, 2013, and production,
Jaeger, 2006). As GF-inferability based on the full sentence
increases, case-marking on the object becomes less
common. When this continuous estimate of GF-inferability
is substituted for the binary plausibility predictor in
the analysis reported above, it is a significant predictor
of object case-marking (b̂ ¼ �:43; z ¼ �3:3; p < :001).
This effect did not interact with the recall effect
(p > :19).

Interestingly, the continuous GF-inferability measure
derived from the plausibility norms explained variance in
case-marking over and above the binning of stimuli into
low vs. high plausibility: adding the continuous predictor
to the main analysis significantly improved the model
(model comparison over difference in deviance, v2

Ddev
ð1Þ ¼

11:0; p < :0001). This further confirms that plausibility
seems to be driving Japanese speakers’ preference in
optional object case-marking.

In sum, both the factorial analysis and the analysis of
the continuous GF-inferability measure suggest that prop-
erties of the sentence beyond just the object referent can
affect optional object case-marking. Is it possible that this
result is, after all, due to object typicality (i.e., properties of
the object referent) rather than the plausibility of the
intended GF-assignment? Recall that Experiment 2 was
designed to rule out explanations of the observed effects
in terms of the typicality of the object referent (by having
each referent occur equally often as the subject and object
of the sentence). It is, however, conceivable that asymmet-
ric data loss would have introduced a potential confound.
To assess this possibility, we derived a second set of GF-in-
ferability estimates based on only the two arguments
(Norming Study 1, described above). Although these
norms, too, were correlated with case-marking in the pre-
dicted direction, this correlation was weak (as intended by
our design) and not a significant predictor of case-marking
ðb̂ ¼ �0:15; z ¼ �:3; p > :7Þ.

This suggests that argument properties are insufficient
to explain the results of Experiment 2. Instead, case-mark-
ing seems to be affected by the plausibility of the GF-
assignment given both the arguments and the verb. This
would mean that speakers have access to lexical (or at least
event structure) information of the verb before they pro-
duce or omit the case-marker. In a language like English,
where the verb typically precedes the object, this is hardly
surprising (cf., Lindsley, 1975). On the other hand, for verb-
final languages like Japanese, it is less clear how early
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different aspects of the verb meaning are planned (Iwasaki,
2011). This raises the question as to what extent the results
of Experiment 2 depend on the type of recall prompt
presented. Both Experiments 1 and 2 employed the verb as
prompt, which arguably made the verb highly available
during sentence recall. If the current results were aided by
the use of verb prompt, they might not generalize to more
incremental language production in everyday language
use. To address this issue, Experiment 3 attempts to replicate
Experiment 2 while employing a different recall prompt.
Experiment 3

The design and procedure of Experiment 3 were identi-
cal to Experiment 2. However, instead of the verb,
Experiment 3 uses the subject noun of all stimuli as the
recall prompt. This allows us to test if the plausibility effect
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Fig. 5. Visualization of the effect of GF-inferability on speakers’ case-markin
proportion of responses with case-marking is plotted against the inferability of th
log-trasforming the plausibility norms obtained in Norming Study 2.
we observed in Experiment 2 was due to the high availabil-
ity of the verb.

Methods

Participants
26 native speakers of Japanese were recruited from the

same populations as in Experiments 1 and 2 and received
the same payment. There was no overlap in participants
between any of the experiments.

Stimuli
The stimuli were identical to those of Experiment 2, with

one exception. We replaced one item from Experiment 2
because, unlike all other items, it contained two proper
names. Separate norms were obtained for this one item fol-
lowing the same procedure as in Experiment 2. All results
reported below hold with and without this item included
in the analysis. The new recall cues (the subject nouns) were
recorded by the same speaker who recorded the stimuli for
Experiment 2.

Procedure
The experimental procedure was identical to those of

Experiment 2.

Scoring
Scoring followed the same procedure and was con-

ducted by the same annotators as in Experiment 2. The
recordings of one participant were lost due to a technical
problem. Of the 25 remaining participants, 1 always pro-
duced case-marking and was excluded from analysis.
Exclusion did not affect the results reported below. Of
the remaining 576 responses, 109 (18.9%) contained recall
errors and were excluded. This left 467 responses for
analysis.

As shown in Table 3, the rate of recall errors was some-
what higher than in Experiment 2. As in Experiment 1 and
2, the rate of recall errors did not significantly differ across
conditions (v2ð3Þ ¼ 5:6; p > :14).
0.50 0.75 1.00

ferrability

g preferences in Experiment 2, based on the mixed logit analysis. The
e intended GF-assignment. GF-inferability was derived by normalizing and



Table 3
Percentage of recall errors by condition in Experiment 3.

Plausibility

Low (%) High (%)

Recall stimulus
-o present 23.6 18.1
-o absent 13.2 20.8
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Analysis
We conducted the same analysis as in Experiment 2.
Results

Unsurprisingly, we again found a significant main effect
of recall: when the original stimulus contained object case-
marking, speakers were more likely to produce it
(b̂ ¼ 1:4; z ¼ 5:7; p < :0001). Crucially, we also replicated
the main effect of plausibility: in the low plausibility con-
dition speakers were more likely to produce object case-
marking, compared to the high plausibility condition
(b̂ ¼ �:5; z ¼ 3:5; p < :001). As in Experiments 1 and 2,
the two effects did not interact (p > :4). Neither verb
identity nor any of its interactions significantly affected
case-marking (all ps > .2).
Discussion

The results of Experiment 3 replicate those of
Experiment 2: We again find that speakers prefer to
produce case-marking when the intended meaning of the
sentence is otherwise less inferable (see Fig. 6).

As in Experiment 2, further analyses investigated the
effect of (normalized and log-transformed) plausibility rat-
ings from Norming Study 2, when substituted for the design
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factor of low vs. high plausibility. We again found that this
continuous measure of the inferability of the GF-assignment
based on the sentence’s properties significantly affected
case-marking: speakers were less likely to produce case-
marking, the more inferable the GF-assignment was
(b̂ ¼ �0:36; z ¼ �2:7; p < :01). Like in Experiment 2, this
effect did not interact with the recall effect (p > :9). Unlike
in Experiment 2, the improvement in predicting case-mark-
ing associated with the addition of the continuous measure
to the model employed in the main analysis did not reach
significance (v2

Ddev
ð1Þ ¼ :1; p > :7). As in Experiment 2,

plausibility ratings based on only the two arguments did
not reach significance, as intended by our design (p > :7).
This supports our interpretation that Experiments 2 and 3
exhibit effects on case-marking beyond argument
properties.
General discussion

In three spoken recall experiments, we found that
Japanese speakers are more likely to produce the optional
object case-marker when the intended GF-assignment is
less inferable from the other properties of the sentence.
Experiment 1 found this effect based on the animacy of
the object. This replicates previous findings from con-
versational Korean (Lee, 2006) and suggests that previous
failures to find animacy effects on case-marking in
Japanese were due to lack of power (Fry, 2003). Together
with these studies, Experiment 1 suggests that the seman-
tic properties of arguments – including, but not limited to,
animacy – affect the rate of case-marking in languages in
which case-marking is optional. For example, Fry (2003)
and Lee (2006) found effects of definiteness, person, and
previous mention on the rate of case-marking.

Experiment 2 and 3 found the same tendency to pro-
duce case-marking for unexpected GF-assignments even
when the animacy of both arguments was held constant.
These experiments provide evidence that the overall
plausibility, or inferability, of the intended GF-assignment
can affect speakers’ decision to produce case-marking. Two
findings in recent research are of particular interest in this
context. First, Ahn and Cho (2007) compared case-marking
rates in Korean, depending on the constituent order of the
sentence. They found that both subject and object case-
marking were optional in the canonical SOV order, but
close to obligatory in the infrequent OSV order (which
accounts for about 2% of sentences in Korean, Kim
(2008)). The same preference to produce more case-mark-
ing in the OSV order was also found in a recent series of
artificial language learning experiments. Fedzechkina,
Jaeger, and Newport (2013) had monolingual English
speakers learn a verb-final language with optional
case-marking. They found that learners produced more
case-marking in the OSV order, compared to the SOV order
(Fedzechkina et al., 2013). In light of our findings, one pos-
sible interpretation of these findings is that case-marking
becomes highly preferred when word order strongly biases
against the intended interpretation.

Second, Lee and Kim (2012) report that omission of sub-
ject case-marking is acceptable even in Korean OSV
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sentences, provided the subject referent has properties
that bias listeners towards the intended interpretation.
Lee and Kim manipulate whether the subject referent is
mentioned in the previous discourse or not. In two accept-
ability judgment experiments, Lee and Kim find that the
omission of subject case-marking is preferred, compared
to its retention, even in OSV sentence, when the subject
has previously been mentioned.

These and our results are predicted by the hypothesis
that language production reflects a trade-off between pro-
duction ease and the goal to be understood. More specifi-
cally, these findings also suggest that even grammatical
encoding reflects this trade-off (contrary to, e.g., Arnold,
2008; Ferreira, 2008; Ferreira & Dell, 2000; Lam &
Watson, 2010; MacDonald, 2013). This prediction was
derived in the introduction to this paper from general con-
siderations about communication and language produc-
tion. For brevity’s sake we will continue to refer to this
set of assumptions and the perspective on language
production as the ideal speaker framework.

While the effects of GF-inferability observed in the cur-
rent experiments were robust and in predicted directions,
the estimated effect on the log-odds of case-marking is
relatively small (though quite comparable to those
observed by previous work on optional case-marking,
Fry, 2003; Lee, 2006). We believe that several factor con-
tribute to this. First, the recall effect (i.e., an overall ten-
dency for participants to produce what they heard) was
quite large, leaving relatively little room for variation in
participants’ production. Strong recall effects are common
among sentence recall tasks (e.g., Ferreira & Dell, 2000;
Norcliffe & Jaeger, 2015). Additionally, optional case-mark-
ing in Japanese is strongly affected by register, further
limiting the variability that can be accounted for by GF-
inferability. Indeed, some participants never omitted
case-markers (see exclusions for Experiments 1–3). There
was similarly strong item-specific variation. While the
effects observed here hold across participants and items,
strong participant- and item-specific effects further limit
the influence of other effects. Finally, it is worth noting that
case-marking is one of several means by which Japanese
speakers encode GF-assignments. In fact, compared to
other means such as word order alternation, the absence
or presence of case-marking affects both the effort and
the likelihood of robust communication only subtly. It
might be useful to put our effect sizes in the context of
other reduction effects. For example, instances of the same
function words are produced with about 20 ms shorter
duration in context that make them most predictable,
compared to contexts that make them least unpredictable
(5th vs. 95th percentile of predictability, cf. Bell et al.,
2003). Like the effects observed here and in previous work
on optional case-marking, this effect is relatively small in
comparison to, for example, fluctuations in speech rate,
which can easily double a word’s duration. One reason
for this might be that the pressures affecting word pro-
nunciation, optional case-marking and other alternations
are to a large extent conventionalized (for related ideas
and discussion, see, e.g., Bresnan & Hay, 2006; Bybee,
2002; Fox & Thompson, 2007; Jaeger, 2006; Johnson,
1997; Pierrehumbert, 2001) – an idea that is quite
compatible with the ideal speaker framework, as we dis-
cuss in more detail below.

Before we discuss the consequences of these results for
psycholinguistic and linguistic theory, we address poten-
tial alternative explanations of our results in terms of pro-
duction ease. To anticipate the outcome of this discussion,
the results of our experiments are unlikely to be reducible
to production ease, although we find evidence that there
are independent effects of production ease on optional
case-marking that are (mostly) orthogonal to the effects
of GF-inferability observed in the main analyses reported
above.

Can our findings be accounted for by production ease alone?

The experiments reported above were designed to test
the ideal speaker framework while ruling out explanations
in terms of availability-based production. To that end, the
materials following the object (i.e., adverb and the sen-
tence-final verb) were held constant in all three experi-
ments. It is, however, possible that the materials
preceding the verb, which were manipulated in our experi-
ments, made the sentence-final verb more or less pre-
dictable. Availability has mostly been investigated in
terms of conceptual accessibility, focusing on ease of retrie-
val of referential, rather than form information. As a conse-
quence, the contribution of predictability to the availability
of upcoming material is relatively underexplored (but see
Frank & Jaeger, 2008; Gahl, Jurafsky, & Roland, 2004;
Jaeger, 2006, 2010b; Kuperman & Bresnan, 2012).
Existing findings draw a somewhat mixed picture. Some
studies have found that the predictability of upcoming
syntactic structures can affect the phonetic duration of
preceding words (Gahl et al., 2004; Kuperman & Bresnan,
2012). Evidence that the predictability of upcoming words
affects the omission of optional function words is also
mixed (Levy & Jaeger, 2007; Jaeger, 2010b). For morpho-
logical processes (such as Japanese case-marking), too,
the evidence is mixed. For morpho-syntactic reduction,
previous work on English found no effects of predictability
of upcoming material (Frank & Jaeger, 2008). For the omis-
sion of optional bound head-marking morphology, how-
ever, there is some evidence from Yucatec Maya that the
availability of upcoming material can affect speakers’ deci-
sion to produce or omit the morpheme (Norcliffe & Jaeger,
2015).

Experiments 2 and 3 allow us to address this question.
As described above, the norming studies we conducted
also elicited estimates of the expectedness of the verb, fol-
lowing the subject, object, and adverb in the sentence. We
normalized those ratings and log-transformed them, creat-
ing an admittedly coarse-grained estimate of the verb’s
predictability given the preceding material.
Unsurprisingly, this measure was relatively highly corre-
lated with the GF-inferability measure we derived from
the plausibility ratings (Experiments 2 and 3: both
rs = .80). We thus asked which of these two measures
explained Japanese speakers’ preference in case-marking
better. Following the same mixed logit regression
approach as in the analyses reported above for GF-infer-
ability, we first fit a comparable model for the verb
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predictability measure. Then we compared the GF-infer-
ability model and the verb predictability model against a
model that contained both effects (and their respective
interactions with the recall effect as well as all random
by-subject and -item slopes for the recall effect; larger
models would not converge). This analysis revealed that
GF-inferability marginally significantly added to a model
with verb predictability (Experiment 2: v2ð2Þ ¼ 5:6;
p < :08; Experiment 3: v2ð2Þ ¼ 4:3; p < :11) but not vice
versa (Experiment 2: p > :6; Experiment 3: p > :9). In
short, while it is possible that the availability of upcoming
material (e.g., Bock & Warren, 1985; Ferreira, 1996;
Ferreira & Dell, 2000) also contributes to the observed
case-marking patterns, GF-inferability seems to affect
case-marking at least as strongly.

In a recent review of the literature, MacDonald (2013)
identifies two additional production preferences, she
attributes to production ease: plan reuse (e.g., syntactic
priming, Bock, 1986; Pickering & Branigan, 1998) and
reduce interference. Syntactic priming is an implausible
explanation for our experiments: experimental lists held
constant what fillers preceded the critical trials (all lists
employed the same order of stimuli). Additionally, lexical
material was not repeated across stimuli, ruling out any
form of lexical priming.

Reduce interference (MacDonald, 2013) refers to a
hypothesized strategy of speakers to structure their utter-
ances so as to avoid similarity-based interference. Such
similarity-based interference has been found to affect com-
prehension (Gordon, Hendrick, Johnson, & Lee, 2006; Lewis
& Nakayama, 2001; Van Dyke & McElree, 2011). Similarly,
there is some evidence that similarity between elements in
a sentence affects sentence planning (Bock, 1987; Ferreira
& Firato, 2002; Gennari, Mirković, & Macdonald, 2012;
Jaeger et al., 2012a, Jaeger, Furth, & Hilliard, 2012b;
Smith & Wheeldon, 2004). For example, Bock (1987) found
that speakers had a tendency to delay the production of
words that shared phonological segments with a preceding
prime word until later in the sentence (see also Jaeger
et al., 2012a). Ferreira and Firato (2002) found that speak-
ers were more likely to produce the optional complemen-
tizer that in English complement clauses if the
complement clause subject shared semantic properties
with referents mentioned earlier in the sentence (see also
Gennari et al., 2012; but see Jaeger & Wasow, 2006, 176).
Similarly, several studies have found that speakers prefer
to avoid double that sequences in complement or relative
clauses (e.g., I believe (that) that is true, Jaeger, 2012; Lee
& Gibbons, 2007; Walter & Jaeger, 2005). These findings
suggest that similarity between elements in a sentence
can cause production difficulty and that this can affect
speakers’ preferences between several near meaning-
equivalent realizations of their message – such as
producing or not producing the optional that. It is an open
question whether speakers actively seek to reduce such
interferences (as proposed by Dell, Oppenheim, &
Kittredge, 2008; MacDonald, 2013) or whether similarity-
based effects on, for example, constituent ordering are a
consequence of delayed lexical and phonological planning
(Bock, 1987; for discussion, see Jaeger et al., 2012b). If
similarity-based effects on sentence production are indeed
due to attempt to reduce interference, the next question is
whether it is only interference during production or also
anticipated interference in comprehension that drives this
strategy. These questions deserve further attention in
future work.

Regardless of the answer though, it is of interest to
understand whether the results of our experiments could
be due to similarity-based interference. To address this
question, we conducted two follow-up analyses. First, we
investigated the distribution of recall errors across
plausibility conditions. Recall errors provide a measure of
potential similarity-based interference during the compre-
hension of the stimulus as well as its storage, retrieval, and
production. For Experiment 1, similarity-based interfer-
ence in memory should lead to increased recall errors for
animate objects (recall that subject referents were always
animate in Experiment 1). This prediction was not sup-
ported (v2ð1Þ ¼ 0:02; p > :8). For Experiments 2 and 3 the
prediction of a similarity-based interference account is less
clear. In those experiments both the subject and the object
always were animate referents. Without further assump-
tions, the reduce interference hypothesis therefore neither
predicts any effects on recall errors nor any effects on
case-marking – contrary to what we observed. There was
a marginal effect of plausibility in Experiment 2
(v2ð1Þ ¼ 3:5; p < :06), such that there were marginally
fewer recall errors in the plausible condition. There was
no effect of plausibility on recall errors in Experiment 3
(p > :8). In short, recall errors revealed at best weak evi-
dence for similarity-based interference in our experiments.

Second, we tested whether there were any signs of
similarity-based interference in the production data. To
this end, responses that included filled pauses (e.g., ah,
eeto), false starts, repetitions, elongated pronunciation of
a word followed by a pause, or self-directed speech (e.g.,
Nanda-kke ‘‘Cannot remember’’) were annotated as dis-
fluent. Disfluencies are well-known to indicate production
difficulty (e.g., Fox Tree & Clark, 1997; Clark & Fox Tree,
2002; Shriberg & Stolcke, 1996; for Japanese, see
Watanabe, Den, Hirose, Miwa, & Minematsu, 2006;
Yamashita & Kondo, 2009). On average about 14–17% of
the response contained a disfluency (Experiment 1: 21%;
Experiment 2: 14.3%; Experiment 3: 15.2%). Crucially, dis-
fluency rates did not differ by animacy or plausibility con-
dition (Experiment 1: p > :5; Experiment 2: p > :9;
Experiment 3: p > :08). In short, we find little evidence
that object animacy or plausibility caused interference in
memory or affected production difficulty.

We thus tentatively conclude that none of the three
most commonly discussed contributors to production ease
are sufficient to explain the effect of our GF-inferability
manipulations in Experiments 1–3. This leaves open
whether there are independent effects of production diffi-
culty on optional case-marking. This would mirror the
well-documented effect of production ease on grammatical
encoding. It would also be compatible with the ideal
speaker framework, which explains speakers’ preferences
as a trade-off between production pressures and the goal
to be understood.
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Are there any effects of production ease on case-marker
omission?

To investigate whether optional bound morphology,
such as the optional case-marking in Japanese, can be
affected by production difficulty, in addition to the effects
of our GF-inferability manipulations, we conducted addi-
tional follow-up analyses. We calculated the average rate
of recall mistakes across participants for each unique
stimulus (the unique combination of item and design con-
ditions). This provides a measure of the difficulty of suc-
cessful recall. We included this measure and the presence
of a disfluency in the response as an additional control pre-
dictor in the same models we employed in our main analy-
ses (no random slopes were included for the control
predictors; for Experiments 2 and 3 we removed verb iden-
tity, which had no effect on case-marking). In all analyses
disfluent responses were more likely to contain object
case-marking, although the effect was significant only in
Experiments 1 and 3 (Experiment 1: b̂ ¼ :4; z ¼ 2:2;
p < :05; Experiment 2: p > :7; Experiment 3: b̂ ¼ :9;
z ¼ 2:4; p < :02). The average rate of recall errors also
emerged as a predictor of case-marking in Experiments 1
and 3 (Experiment 1: b̂ ¼ 2:8; z ¼ 1:94; p < :06, Experiment
3: b̂ ¼ 2:3; z ¼ 2:7; p < :01; Experiment 2: ps > .17).

This suggests that production difficulty does affect
optional case-marking, consistent with a large body of pre-
vious work on grammatical encoding (for recent reviews,
see Ferreira, 2008; MacDonald, 2013), and, specifically
the mention of optional elements (e.g. Ferreira & Dell,
2000; Ferreira & Firato, 2002; Jaeger, 2005, 2010b; Race
& MacDonald, 2003; Roland et al., 2006).6 The effect of
average recall error rates on the mention of optional case-
marking further supports recent findings of similarity-based
interference effects on production preferences (Gennari
et al., 2012).

Importantly, the main effects of GF-inferability (Object
animacy in Experiment 1 and plausibility in Experiments 2
and 3) remained significant after controlling the recall
errors and disfluencies (Experiment 1: p < :05, Experiment
2: p < :02; Experiment 3: p < :01). Additionally, fixed effect
correlations between either of the two measures of produc-
tion ease and GF-inferability were low (rs < .3). Taken
together this shows that – at least for our experiments –
production ease and communicative goals both have
independent effects on optional case-marking. This echoes
previous work on the reduction or omission of optional
bound morphology, which has found effects of both pro-
duction ease and robust information transmission (Frank
& Jaeger, 2008; Norcliffe & Jaeger, 2015). For example,
6 We note that the cause for the observed effects of fluency and average
recall error rates will require further studies. For example, while it is
broadly accepted that overt disfluencies are a consequence of production
difficulty, it is still a matter of debate whether producing a disfluency –
rather than silence – also serve to facilitate information transfer (cf. Arnold,
Hudson-Kam, & Tanenhaus, 2007; Bortfeld, Leon, Bloom, Schober, &
Brennan, 2001; Clark & Fox Tree, 2002; Jaeger, 2013).
Norcliffe and Jaeger (2015) investigate Yucatec Maya – a
head-marking, rather than dependent-marking, language
spoken in parts of Mexico and Guatemala – and find that
speakers’ preference to realize optional morphology is
affected by both the redundancy of the morphology and
by the availability of upcoming material.

All of this raises the questions as to how the trade-off
between production ease and communicative goals comes
to affect language production. That is the question we turn
to next.

How does the trade-off between production effort and robust
information transfer enter language production?

As we outlined in the introduction, a number of pre-
vious studies have attempted to provide accounts for pho-
netic, phonological and morphological reduction with an
emphasis on the roles of repeated experiences. One class
of accounts focuses on the role of ‘chunking’ (Boyland,
1998; Haiman, 1994) or ‘automatization’ (Bybee, 2002,
2006; Bybee & Scheibman, 1999): ‘‘a frequently repeated
stretch of speech becomes automated as a processing unit’’
(Bybee & Scheibman, 1999, 577). This automatization is
assumed to result in joint storage of frequently co-occur-
ring units in memory. Hence, automatization accounts
attribute reduction to repetition or frequency of use (e.g.,
Bybee & Scheibman, 1999, 576).

The original purpose of these proposals was to account
for effects of language use on diachronic changes to word’s
phonetic, phonological, and morphological representa-
tions, including changes within the life-span of a speaker.
Without further assumptions, these accounts predict that
increasing use of a word will lead to uniform reduction
of that word. This is, however, not what is observed: reduc-
tion is not random or uniform across a word, but rather
seems to be quite targeted (e.g., Buz, Jaeger, &
Tanenhaus, 2014; Johnson, 1998; Kirov & Wilson, 2012).
For example, recent studies have found hyper-articulation
of specifically those segments of words that made the pro-
nunciation contrastive with contextually salient alterna-
tives, without hyper-articulation of other segments (Buz
et al., 2014; Kirov & Wilson, 2012).

Another potential problem in extending automatiza-
tion accounts to optional case-marking is that these
accounts tend to focus on the frequency of occurrence
of surface forms (Bybee & Scheibman, 1999; rather than
predictability or inferability of forms with the meaning
encoding by them). This is problematic when trying to
account for results such as ours: we varied the inferabil-
ity of GF-assignment while holding constant the fre-
quency of the case-marker (which always was the
object case-marker). Similarly, as discussed above
(Footnote 5), an account that attributes speakers’ prefer-
ence to the co-occurrence frequency of nouns with the
object case-marker will make the wrong predictions for
our experiments.

In the remainder of this section, we focus on two broad
classes of accounts, that can potentially capture the type of
pattern observed in Experiments 1–3. In both accounts, the
bias towards the conservation of production effort is coun-
teracted by the consequences that reduction or omission



Table 4
Items used in Experiments 2 and 3 along with the normalized G(rammatical) F(unction)-assignment plausibility ratings. Columns 1–4 describe the stmuli.
Column 5 provides a ratio of norming judgments elicited in Norming Study 1 Block 1. For example, for the item in the first row it shows the ratio of points given
for ‘‘elephant-ga (SBJ) ant-o (OBJ)’’ and points for ‘‘ant-ga (SBJ) elephant-o (OBJ)’’. Columns 6–9 provide results of Norming Study 2 Block 1, in which GF-
assignment plausibility was rated based on the two arguments (Columns 1–2), adverbial (not shown, but see Appendix C) and a verb (Columns 3–4). For the
item in the first row, Columns 6 and 7 show the relative plausibility of the N1-ga N2-o and N2-ga N1-o when the verb is V1 (i.e., The elephant stamped on the ant
with full force vs. The ant stamped on the elephant with full force). Columns 7 and 8 show the relative predictability of the same GF-assignment for V2 (i.e., The
elephant bit the ant with full force vs. The ant bit the elephant with full force).

N(oun)1 N(oun)2 V(erb)1 V(erb)2 GF-assignment
plausibility ratings
with two nouns

GF-assignment plausibility ratings with verbs

N1-ga N2-o/ N2-ga
N1-o

N1-ga N2-o
given V1

N2-ga N1-o
given V1

N1-ga N2-o
given V2

N2-ga N1-o
given V2

elephant ant stamped
on

bit 0.66 0.9 0.1 0.22 0.78

police officer criminal arrested attacked 0.59 0.97 0.03 0.2 0.8
reader author searched

for
criticized 0.48 0.81 0.19 0.37 0.63

king soldier sent assaulted 0.6 0.98 0.02 0.3 0.7
teacher student scolded spoke to 0.56 0.69 0.31 0.47 0.53
life guard child rescued teased 0.70 0.84 0.16 0.31 0.69
CEO secretary discharged punched 0.57 0.9 0.1 0.44 0.56
painter model drew seduced 0.66 0.81 0.19 0.44 0.56
clerk customer have X

wait
yelled at 0.52 0.67 0.33 0.26 0.74

mother baby tended called 0.6 0.75 0.25 0.48 0.52
monkey dog scratched chased 0.5 0.66 0.34 0.47 0.53
citizen politician chose deceived 0.54 0.97 0.03 0.19 0.81
protagonist antagonist beat waited for 0.54 0.86 0.14 0.14 0.86
shop owner part-time

worker
give advice
to

calm down 0.63 0.91 0.09 0.25 0.75

grandma grandchild held troubled 0.66 0.84 0.16 0.23 0.77
actress housekeeper boss

around
helped 0.62 0.83 0.17 0.47 0.53

coach player trained throw X into
the air

0.58 0.96 0.04 0.12 0.87

chef apprentice fired infuriate 0.62 0.98 0.02 0.25 0.75
helper elderly visited called out 0.55 0.9 0.1 0.19 0.81
Jaian Nobita bullied waylaid 0.44 0.85 0.15 0.39 0.61
security guard shoplifter caught fled from 0.62 0.91 0.09 0.14 0.86
comedian audience entertained booed at 0.62 0.9 0.1 0.3 0.7
manager new worker cheered up feared 0.63 0.91 0.09 0.32 0.68
station officer drunkard woke up hit 0.53 0.94 0.06 0.25 0.75
doctor patient treated awaited 0.64 0.81 0.19 0.38 0.62
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has on the likelihood of successful communication. The
two accounts differ, however, in how the latter bias comes
into effect.

According to the first class of accounts, communicative
effects on production preferences – such as the preference
to produce or omit a case-marker – occur across repeated
exchanges between interlocutors. An example of this type
of account is the exemplar-based account of phonetic
reduction proposed by Pierrehumbert (2001).
Comprehenders are hypothesized to store more or less pre-
processed percepts along with their linguistic labels in
memory (e.g., the acoustic realization of a word along with
its lexical identity). Each time a speaker produces an
instance of a word, they sample a pronunciation based
on the cloud of exemplars previously experienced or pro-
duced. The sampled pronunciation is assumed to be per-
turbed by random noise and a preference for
conservation of effort, the ‘‘leniting bias’’. That is, pro-
nunciations tend to be more reduced than the mean of pre-
viously experienced exemplars. As a consequence, the
more often a word is produced, the more the cloud of
exemplars will shift towards increasingly reduced forms,
creating a positive correlation between frequency of use
and degree of reduction. Counteracting this bias for reduc-
tion is the production-perception loop between interlocu-
tors: if a word is reduced in a way that makes it too
confusable, listeners will not be able to correctly under-
stand it, so that the exemplar will not be stored
(Pierrehumbert, 2002, 110). As a consequence, this particu-
lar exemplar will not affect the listener’s sampling process
in subsequent productions of that target word. This princi-
ple – applied across a population of speakers – prevents
exemplars that are too confusable (e.g., being reduced in
a wrong context or being reduced in a wrong way) from
being stored and hence from spreading through the lan-
guage. That is, communicatively bad productions are effec-
tively ‘weeded out’ through processes operating during
comprehension (see also Guy, 1996).

This in principle allows exemplar-based models to
account for the fact that reduction does not apply



Table 5
Items used in Experiments 2 and 3 along with the normalized verb predictability ratings. Columns 1–4 describe the stimuli. Columns 5–8 provide verb
predictability ratings elicited in Norming Study 2 Block 2. Verb predictability was rated conditional on the two arguments (Columns 1–2), adverbial (not shown,
but see Appendix C) and a G(rammatical) F(unction) assignment. For example, for the item in the first row, Columns 5 and 6 show the relative predictability of
the verbs stamped on and bit after elephant-ga ant-o with full force. Columns 7 and 8 show the relative predictability of the same two verbs for the reversed GF-
assignment (i.e., ant-ga elephant-o with full force).

N(oun)1 N(oun)2 V(erb)1 V(erb)2 Verb predictability scores

V1 given N1-ga N2-
o

V2 given N1-ga N2-
o

V1 given N2-ga N1-
o

V2 given N2-ga N1-
o

elephant ant stamped on bit 0.9 0.1 0.26 0.74
police officer criminal arrested attacked 0.85 0.15 0.14 0.86
reader author searched for criticized 0.5 0.5 0.36 0.64
king soldier sent assaulted 0.83 0.17 0.13 0.86
teacher student scolded spoke to 0.51 0.49 0.23 0.77
life guard child rescued teased 0.74 0.26 0.25 0.75
CEO secretary discharged punched 0.54 0.46 0.11 0.89
painter model drew seduced 0.59 0.41 0.2 0.8
clerk customer have X wait yelled at 0.77 0.23 0.25 0.74
mother baby tended called 0.63 0.37 0.07 0.93
monkey dog scratched chased 0.5 0.5 0.23 0.77
citizen politician chose deceived 0.83 0.17 0.1 0.9
protagonist antagonist beat waited for 0.82 0.18 0.33 0.67
shop owner part-time

worker
give advice
to

calm down 0.44 0.56 0.24 0.76

grandma grandchild held troubled 0.9 0.1 0.3 0.7
actress housekeeper boss around helped 0.66 0.34 0.3 0.7
coach player trained throw X into the

air
0.75 0.25 0.17 0.83

chef apprentice fired infuriate 0.71 0.29 0.29 0.71
helper elderly visited called out 0.88 0.12 0.2 0.8
Jaian Nobita bullied waylaid 0.72 0.28 0.46 0.54
security

guard
shoplifter caught fled from 0.89 0.11 0.25 0.75

comedian audience entertained booed at 0.79 0.21 0.25 0.75
manager new worker cheered up feared 0.69 0.31 0.37 0.63
station

officer
drunkard woke up hit 0.75 0.25 0.25 0.75

doctor patient treated awaited 0.69 0.31 0.2 0.8
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uniformly, but rather in targeted ways (Johnson, 1998;
Kirov & Wilson, 2012). For example, Kirov and Wilson
(2012) have speakers produce target words that form
minimal pairs with another word (e.g., pin vs. bin). The
minimal pair competitor (e.g., bin) either was or was not
co-present on the screen. Kirov and Wilson found that
speakers were more likely to hyper-articulate the acoustic
cue to the target word – in this case, voice onset time –
when the competitor was present (see also Baese-Berk &
Goldrick, 2009). Crucially, the hyper-articulation seems to
be focused on the segment that distinguishes the target
and the competitor (e.g., the/p/ in pin). With some assump-
tions necessary to extend the model of phonetic produc-
tion to one of morphological production, a qualitatively
similar approach should in principle be able to account
for context-specific preferences to omit or produce
optional case-markers, such as the plausibility effects
observed in Experiments 2 and 3.

The second class of accounts does not limit
communicative effects to repeated exchanges between
interlocutors. The ideal speaker framework that we out-
lined in the introduction is an example of such accounts.
It is in spirit closely related to the chunking, automatiza-
tion, and exemplar-based proposals discussed so far. Like
these accounts, the ideal speaker can change as a func-
tion of previous experience. Unlike these previous
accounts, however, we propose that speakers’ preferences
during linguistic encoding can also be affected by pre-
vious experience with their own productions, rather than
only through the production-perception loop between
interlocutors. Specifically, the ideal speaker framework
holds that speakers adapt their productions based on
the perceived communicative success of previous produc-
tions, thereby learning to decide whether to produce an
optional element or not in a given context (Jaeger,
2013; Jaeger & Ferreira, 2013).

This learning is assumed to be mostly implicit and at
least to some degree context-specific (e.g., including adap-
tations specific to certain types of audiences, such as clear
speech in the presence of noise, Smiljanic & Bradlow, 2005,
and foreign directed speech, Scarborough, Brenier, Zhao,
Hall-lew, & Dmitrieva, 2007; Smiljanic & Bradlow, 2011).
In this view, language users can use perception of their
own utterances and feedback from their interlocutors.
Interlocutor feedback can be implicit (e.g., facial expres-
sions signaling confusion, failure to react in an expected
way) or explicit (requests for clarification) and it can be
immediate or delayed (e.g., when a misunderstanding
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becomes apparent later). If speakers indeed adjust their
productions based on the perceived communicative suc-
cess on previous production, this learning mechanism
would explain how speakers learn when to reduce and
when to produce more signal.

To determine which account can more accurately pre-
dict language users’ behavior, it is important for future
work to investigate whether and how effectively speakers
can learn from the perceived communicative success of
their utterances. We briefly discuss existing evidence that
speaks to this question. Evidence for speakers’ ability to
adapt their productions based on recent experience with
their own articulations has come from perturbation studies
(e.g., Houde, 1998; Tourville, Reilly, & Guenther, 2008;
Villacorta, Perkell, & Guenther, 2007). These studies have
shown that speakers can adjust their articulation if they
perceive their own productions to deviate from the
intended target. Crucially, these adaptations take place in
the absence of an interlocutor that reproduces the words
back to the speaker.

While broadly compatible with exemplar-based
accounts (Johnson, 1997; Pierrehumbert, 2001), findings
like these show that, at least for articulation, an account
that solely relies on processes taking place across inter-
locutors is not sufficient to capture speakers’ ability to learn
from their own productions (for further evidence that
speakers can learn from their own productions, see Dell,
Reed, Adams, & Meyer, 2000; Goldrick, 2004; Warker &
Dell, 2006).

There is also preliminary evidence that even non-ver-
bal feedback from interlocutors can affect subsequent
productions (Buz et al., submitted for publication;
Roche, Dale, & Kreuz, 2010; Schertz, 2013; Stent,
Huffman, & Brennan, 2008). For example, Stent et al.
(2008) had participants produce utterances that were
analyzed by an automatic speech recognizer (or so par-
ticipants were told). On some trials, the speech recogni-
zer failed to recognize participants’ speech. Stent and
colleagues observed hyper-articulation following those
trials. Similarly, Buz et al. (submitted for publication)
observed hyper-articulation following communicative
failure. In their experiment, participants were instructed
to pronounce one of the three words displayed on a com-
puter screen, instructing an interlocutor to click on that
word. Replicating Baese-Berk and Goldrick (2009), they
found that participants hyper-articulated in the presence
of a minimal pair neighbor (e.g., pin and bin). Crucially,
this effect was magnified when the (confederate) inter-
locutor had selected the wrong word on previous trials
(see also Schertz, 2013). This suggests that speakers can
adapt their productions based on non-verbal feedback
even in the absence of the production-perception loop
between interlocutors (of the type assumed in Guy,
1996; Pierrehumbert, 2002).

In summary, previous studies provide preliminary
evidence that speakers can in principle adjust their
productions if they receive evidence that such adjustment
is necessary to increase the chance of communicative
success. It is thus possible that speakers’ preference for
morphological or syntactic omission, including optional
case-marking in Japanese, are affected through a similar
learning process. We consider further research on this
question a particularly promising venue for future work.

The ideal speaker trade-off and linguistic typology

The type of trade-off between the conservation of effort
(sometimes referred to as ‘economy’) and robust informa-
tion transfer that we have investigated here for language
production has also received considerable attention in
the linguistic literature. Many languages seem to have
grammaticalized categorical constraints that reflect this
trade-off. One example that is particularly relevant for
the current discussion are differential object marking
(DOM) systems. Unlike the type of optional case-marking
system studied here, DOM systems categorically mark
some types of objects and categorically do not mark other
types (Aissen, 2003).

Strikingly, the types of objects for which case-marking
is obligatory in DOM systems tend to be the same as those
that are more likely to be case-marked in optional case-
marking system (Aissen, 2003; Bossong, 1991; Comrie,
1981; de Hoop & Malchukov, 2008; de Swart, 2007,
2011; Malchukov, 2008; Silverstein, 1976). That is, objects
with referential properties that are typical for grammatical
objects (e.g., inanimate and indefinite objects) can be cate-
gorically unmarked while atypical types of objects (e.g.,
animate and definite objects) are obligatorily case-marked.
Though cross-linguistically more variable, the same ten-
dency of marking the atypical is observed for differential
subject marking (cf., Aissen, 2003). In the linguistic litera-
ture, this generalization has been discussed in terms simi-
lar to the framework pursued here. In the words of Aissen
(2003, 438), ‘‘the overt marking of atypical objects facili-
tates comprehension where it is most needed, but not else-
where. DOM systems are thus relatively economical’’.
Others state that DOM systems seem to use the case-mar-
ker ‘‘primarily to avoid ambiguity’’ (Comrie, 2011, chap. 98,
referring to Bromley, 1981).

The two dominant accounts attribute these types of
grammatical patterns to either frequency of use (e.g.,
Bybee, 2006; Bybee & Hopper, 2001; Haspelmath, 2008;
for an overview, see also Diessel, 2007) or the trade-off
between economy and iconicity (e.g., Aissen, 2003). The
ideal speaker framework can be seen as incorporating
aspects of both frequency-based approaches and the
economy vs. iconicity tradition. Like the latter (see, in
particular, Zipf, 1949), the ideal speaker attributes reduc-
tion to a trade-off between a force for conservation of
effort and a need for a sufficiently distinguishable lin-
guistic signal. Like the former, reduction is expected to
be affected by linguistic distributions–just that is not fre-
quency of use per se, but rather its effect on comprehen-
ders’ expectations that drive reduction (an assumptions
shared with, and supported by, e.g., Gibson et al., 2013;
Jaeger, 2006; Levy & Jaeger, 2007; Piantadosi et al.,
2011).

Regardless of which of these accounts ultimately
explains differential case-marking and related grammati-
cal phenomena, the current results together with those
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of previous work (Fry, 2003; Lee, 2006; Lee & Kim, 2012)
suggest that optional case-marking system are sensitive
to the same type of factors that affect categorical case
systems. This provides support for functionally motivated
accounts of differential case-marking (Aissen, 2003). This
link between gradient preference patterns in production
and categorical patterns in grammar (see also Bresnan,
Dingare, & Manning, 2001) further grounds the hypothe-
sis that at least some of cross-linguistical generalizations
have functional motivations and stem from language use
(e.g., Bates & MacWhinney, 1982; Bornkessel-
Schlesewsky & Schlesewsky, 2009; Givón, 1998;
Hawkins, 1994, 2004).

Further support for this conclusion comes from a study
directly related to the current experiments. Fedzechkina,
Jaeger, and Newport (2012) had monolingual speakers of
English learn a miniature artificial language resembling
Japanese in several aspects: the miniature language was
verb-final with SOV and OSV constituent order and
optional case-marking. Unlike Japanese, however, the
input language that participants were exposed to did not
condition case-marking on the animacy of the arguments.
Intriguingly, the monolingual English participants – speak-
ers of a language with no productive case-marking system
– induced the same pattern into their productions that we
have seen here. After acquisition of the language was com-
pleted, participants preferably marked animate objects and
inanimate subjects with case, compared to inanimate
objects and animate subjects. That is, the learners in the
study by Fedzechkina and colleagues seem to induce the
same type of preferential case-marking pattern we
observed in our experiments.

Conclusion

We set out to test the hypothesis that communicative
goals – specifically, the goal to be understood – can affect
the processes underlying grammatical encoding.
Grammatical encoding is one of the earliest processes in
the translation of a pre-linguistic message into a linguistic
signal. Work over recent years has proposed that all of lan-
guage production, including grammatical encoding, is
organized so as to facilitate robust information transfer,
trading off with the pressures inherent to the linguistic
encoding processes (Jaeger, 2013).

The results of our recall experiments on Japanese
optional case-marking showed that Japanese speakers
were more likely to produce case-marking when the gram-
matical function assignment indicated by the case-marker
would otherwise be hard to infer. This preference con-
tributes to robust information transfer by providing addi-
tional cues to the intended sentence interpretation when
they are most needed. In addition, we observed indepen-
dent effects on case-marking that are compatible with pro-
duction ease accounts of grammatical encoding (e.g.,
Ferreira & Dell, 2000; MacDonald, 2013). Optionality and
variation in linguistic forms thus seem to be exploited to
satisfy both the demands inherent to the grammatical
planning of utterances and communicative goals.
Our findings thus add to a growing body of evidence
(e.g., Jaeger, 2010b; Kravtchenko, 2014; Resnik, 1996;
Wasow et al., 2011) that not only late processes in produc-
tion, such as phonetic and phonological reduction (Aylett &
Turk, 2004; Bell et al., 2009; Lindblom, 1990b; Pellegrino,
Coupe, & Marsico, 2011; Scarborough, 2012) can be
affected by communicative goals but also early processes,
such as grammatical encoding, contrary to recent propos-
als (Ferreira, 2008; MacDonald, 2013).
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Appendix A

Stimuli sentences for Experiment 1.

1. Ekiin-ga [maigo/boshi](-o) homu-de mitsuketa-yo.
‘‘A station stuff found a [stray child/hat] on a

platform’’

2. Arubaito-ga [tencho/pen](-o) jimusho-de sagashita-
yo.

‘‘A part-time worker searched for a [supervisor/pen] in
an office’’

3. Henshucho-ga [kisha/kiji](-o) chorei-de hometa-yo.
‘‘A chief editor praised a [writer/article] in a morning

meeting’’

4. Gadoman-ga [chikan/manekin](-o) depato-de
taoshita-yo.

‘‘A security guard knocked down a
[groper/mannequin] in a department store’’

5. Shicho-ga [chiji/sesaku](-o) intabyu-de hihanshita-
yo.

‘‘A mayor criticized a [governor/policy] in an
interview.’’



C. Kurumada, T.F. Jaeger / Journal of Memory and Language 83 (2015) 152–178 171
6. Goto-ga [rojin/konbini](-o) kokudo-de osotta-yo.
‘‘A burglar attacked a(n) [elderly/convenience store]

on a state highway.’’

7. Sakka-ga [musume/jitaku](-o) rikonchotei-de
tebanashita-yo.

‘‘A writer lost a [daughter/house] in a lawsuit.

8. Onnanoko-ga [isha/chusha](-o) byoin-de
kowagatta-yo.

‘‘A girl feared a [doctor/needle] in a hospital room’’

9. Bucho-ga [gakusei/kikaku](-o) kaigi-de saiyoshita-
yo.

‘‘A manager accepted a(n) [applicant/proposal] in a
meeting.’’

10. Shashinka-ga [moderu/yuyake](-o) kaigan-de
satsueishita-yo.

‘‘A photographer shot a [model/sunset] on a beach.’’

11. Sensei-ga [haiyu/shobosha](-o) shotengai-de
mikaketa-yo.

‘‘A school teacher saw a(n) [actor/fire-engine] in a
mall.’’

12. Daiku-ga [deshi/shinsha](-o) nomikai-de
jimanshita-yo.

‘‘A carpenter bragged about a(n) [apprentice/car] at a
party.’’

13. Terorisuto-ga [mihari/bakudan](-o) kukou-de
haichishita-yo.

‘‘A terrorist placed a(n) [watch/bomb] in an airport.’’

14. Kodomo-ga [ojisan/hikoki](-o) koen-de
yubisashita-yo.

‘‘A child pointed to a(n) [airplane/elderly] in a park.’’

15. Maneja-ga [senshu/boru](-o) benchi-de kazoeta-
yo.

‘‘An assistant counted [players/balls] in a dugout.’’
16. Otokonoko-ga [tomodachi/kokuban](-o)
kyoushitsu-de tataita-yo.

‘‘A boy hit a [friend/blackboard] in a classroom.’’

17. Kyouju-ga [joshu/ronbun](-o) gakkai-de
shokaishita-yo.

‘‘A professor introduced a(n) [assistant/paper] at a
conference.’’

18. Eigyoman-ga [aidoru/pasokon](-o) purezen-de
urikonda-yo.

‘‘A salesperson pitched a [pop idol/computer] in a
presentation.’’

19. Tarento-ga [repota/shuppansha](-o) saiban-de
uttaeta-yo.

‘‘A celebrity accused a [reporter/publisher] in a
lawsuit.’’

20. Kangoshi-ga [akachan/karute](-o) byoshitsu-de
tewatashita-yo.

‘‘A nurse handed a [baby/card] in a hospital room.’’

21. Kankokyaku-ga [gaido/basu](-o) hoteru-de matta-
yo.

‘‘A tourist awaited a [tour guide/bus] in a hotel.’’

22. Toushu-ga [shikaku/daruma](-o) senkyosen-de
okutta-yo.

‘‘A party leader sent a(n) [assassin candidate/daruma
doll] during an election.’’

23. Shacho-ga [shokuin/shataku](-o) shisha-de
shobunshita-yo.

‘‘A CEO disposed of a(n) [employee/company housing]
at a branch office.’’

24. Keikan-ga [hannin/takushi](-o) kosaten-de
tsukamaeta-yo.

‘‘A police officer caught a [criminal/cab] at an
intersection.’’
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Appendix B

Google counts of nouns used in Experiment 1. Search queries were entered in the Japanese orthography with Chinese
characters whenever possible.
Google counts of nouns used in Experiment 1

Animate Counts with any
or no
case-marker

Counts
with -o

Noun-o
ratio

Inanimate Counts with any
or no
case-marker

Counts with
-o

Noun-o
ratio

1 maigo (stray
child)

7590000 107000 1.41% 1 booshi (hat) 22,800,000 5,360,000 23.51%

2 tencho
(supervisor)

74800000 2560000 3.42% 2 pen (pen) 12,100,000 2,970,000 24.55%

3 kisha (writer) 34900000 1440000 4.13% 3 kiji (article) 1,080,000,000 185,000,000 17.13%
4 chikan

(groper)
29600000 1810000 6.11% 4

manekin(mannequin)
4,470,000 189,000 4.23%

5 chiji
(governor)

46,000,000 1,470,000 3.20% 5 seisaku (policy) 186,000,000 7,100,000 3.82%

6 goutou
(burglar)

8,430,000 708,000 8.40% 6 konbini
(conveniece store)

165,000,000 1,720,000 1.04%

7 musume
(daughter)

113,000,000 21,100,000 18.67% 7 jitaku (house) 128,000,000 5,320,000 4.16%

8 isha (doctor) 28,600,000 1,610,000 5.63% 8 chusha (needle) 9,330,000 2,780,000 29.80%
9 gakusei

(student)
331,000,000 4,150,000 1.25% 9 kikaku (proposal) 200,000,000 9,940,000 4.97%

10 moderu
(model)

228,000,000 15,200,000 6.67% 10 yuyake (sunset) 6,010,000 506,000 8.42%

11 haiyu
(actor)

30,000,000 1,530,000 5.10% 11 shobosha (fire
engine)

2,630,000 369,000 14.03%

12 deshi
(apprentice)

17,000,000 675,000 3.97% 12 shinsha (new car) 40,000,000 2,890,000 7.23%

13 mihari
(watch)

2,500,000 317,000 12.68% 13 bakudan (bomb) 16,200,000 3,120,000 19.26%

14 ojiisan
(grandpa)

3,950,000 136,000 3.44% 14 hikooki (airplane) 39,600,000 3,000,000 7.58%

15 senshu
(player)

91,400,000 11,100,000 12.14% 15 boru (ball) 87,700,000 11,200,000 12.77%

16 tomodachi
(friend)

211,000,000 9,180,000 4.35% 16 kokuban
(blackboard)

6,660,000 502,000 7.54%

17 joshu
(assistant)

22,400,000 794,000 3.54% 17 ronbun (research
paper)

31,800,000 13,100,000 41.19%

18 aidoru
(idol)

82,200,000 3,920,000 4.77% 18 pasokon (PC) 205,000,000 18,400,000 8.98%

19 repota
(reporter)

7,080,000 289,000 4.08% 19 shuppansha
(publisher)

19,700,000 7,580,000 38.48%

20 akachan
(baby)

75,600,000 5,490,000 7.26% 20 karute (card) 7,220,000 828,000 11.47%

21 gaido (tour
guide)

284,000,000 8,020,000 2.82% 21 basu (bus) 256,000,000 8,680,000 3.39%

22 shikaku
(assassin
candidate)

3,150,000 241,000 7.65% 22 daruma (daruma
doll)

7,520,000 139,000 1.85%

23 shokuin
(employee)

54,800,000 4,750,000 8.67% 23 shataku (company
housing)

12,000,000 179,000 1.49%

24 hanin
(criminal)

9,180,000 3,310,000 36.06% 24 takushi (taxi) 47,700,000 3,310,000 6.94%

mean 74,840,833 4,162,792 7.31% 108,060,000 12,257,583 12.66%
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Appendix C

Stimuli sentences for Experiment 2 and 3. Sentence 20
was replaced with 25 in Experiment 3.

1. [zo/ ari] chikaraippai [hunduketa/kanda]-yo.
‘‘[elephant/ant] [stamped on/bit] with full force’’

2. [keisatsu/ hannin] yonaka-ni [taihoshita/osotta]-yo.
‘‘[police officer/criminal] [arrested/ attacked] at night’’

3. [dokusha/ sakka] netto-de [kensakushita/
hihanshita]-yo.

‘‘[reader/author] [searched for/ criticized] on the
internet’’

4. [osama/ heitai] totsuzen [hakenshita/
shugekishita]-yo.

‘‘[king/soldier] [sent/ assaulted] out of the blue’’

5. [sensei/ seito] rouka-de [shikatta/ yobitometa]-yo.
‘‘’[teacher/ student] [scolded/ spoke to] in the

hallway’’

6. [kanshiin/ kodomo] puru-de [tasuketa/ karakatta]-
yo.

‘‘[life saver/ child] [rescued/ teased] in the swimming
pool’’

7. [shacho/ hisho] ikinari [kaikoshita/ nagutta]-yo.
‘‘[CEO/ secretary] suddenly [discharged/ punched]’’

8. [gaka/ moderu] atorie-de [egaita/ yuwakushita]-yo.
‘‘[painter/ model] [drew/ seduced] in the studio’’

9. [tenin/ kyaku] reji-de [mataseta/ donaritsuketa]-yo.
‘‘[clerk/ customer] [have X wait/ yelled at] at the

cashier’’

10. [okasan/ akachan] nando-mo [ayashita/ yonda]-yo.
‘‘[mother/ baby] [tended/ called] repeatedly’’

11. [saru/inu] ushiro-kara [hikkaita/ oikaketa]-yo.
‘‘[monkey/ dog] [scratched/ chased] from behind’’

12. [kokumin/ seijika] senkyo-de [eranda/ damashita]-
yo.

‘‘[citizen/ politician] [elected/ deceived] in the
election’’

13. [shujinkoo/warumono] hune-de
[taijishita/machiuketa]-yo.

‘‘[protagonist/ antagonist] [beat/ waited for] on a
boat’’

14. [tencho/arubaito] shizukani [chuishita/nadameta]-
yo.

‘‘[shop owner/part-time worker] quietly [gave advice
to/ calmed down]’’

15. [obaasan/mago] koen-de [dakkoshita/
komaraseta]-yo.

‘‘[grandma/ grand child] [held/ troubled] in the park’’

16. [joyu/otetsudaisan] daidokoro-de [kokitsukatta/
tetsudatta]-yo.
‘‘[actress/ housekeeper] [bossed around/ helped] in
the kitchen’’

17. [kantoku/senshu] gurando-de
[shigoita/doageshita]-yo.

‘‘[coach/ player] [trained/ tossed into the air] in the
field’’

18. [itamae/minarai] toto [kubinishita/okoraseta]-yo.
‘‘[chef/ apprentice] finally [fired/ infuriated]’’

19. [herupa/otoshiyori] mainichi [homonshita/
yobidashita]-yo.

‘‘[helper/ elderly] [visited/ called out] everyday’’

20. [Jaian/Nobita] akiti-de [ijimeta/machibuseta]-yo.
‘‘[Jaian/ Nobita] [bullied/ waylaid] in a playground’’

21. [gadoman/manbikihan] chushajo de [tsukamaeta/
hurikitta]-yo.

‘‘[security guard/ shoplifter] [caught/ fled from] in a
parking garage’’

22. [rakugo-ka/kankyaku] gekijo-de [warawaseta/
yajitta]-yo.

‘‘[comedian/ audience] [entertained/ booed at] in a
theater’’

23. [kacho/shinjin] kaigi-de [hagemashita/
kowagatta]-yo.

‘‘[manager/ new worker] [cheered up/ feared] in a
meeting’’

24. [ekiin/yopparai] homu-de [okoshita/ tataita]-yo.
‘‘[station officer/ drunkard] [woke up/ hit] at a

platform’’

25. [isha/kanja] byoshitsu-de [chiryoshita/ matta]-yo.
‘‘[doctor/ patient] [treated/ awaited] in a hospital

room’’
Appendix D

The norming results obtained for Experiment 2 and 3
are displayed in Tables 4 and 5.
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